
CENTER FOR MACHINE
P E R C E P T I O N

FPGA-acceleratedslidingwindow
classi�erwithstructuredfeatures

Ond°ej Sychrovský, Martin Matou²ek, Radim �ára
{sychro1,xmatousm,sara}@cmp.felk.cvut.cz

Center for Machine Perception, Department of Cybernetics,
Faculty of Electrical Engineering, Czech Technical University in Prague

Abstract

Certain classi�cation tasks in computer vision re-
quire the classi�er response to be computed in ev-
ery pixel of an image. When combined with large,
complex features, it becomes challenging to build
such a classi�er on a standard PC architecture and
achieve real-time performance.
We present an FPGA implementation of a car
wheel classi�er response computation, built as an
instantiation of a generic classi�cation system. An
interesting optimization problem concerning per-
formance and speed is addressed. Our implemen-
tation is running in real-time as a part of a more
complex collision mitigation system based on car
detection in video data.

Hardware Platform

• Xilinx Virtex-6 ML605 evaluation board
• Xillybus PCI Express wrapper

Motivation: The Wheel Detector

The input image, FPGA output � the classi�er response map, response after spatial post-processing.

Classi�er with Structured Features

1. image patch normalization
Sx,y = n(x, y) · Ix,y

2. dot product
di(x, y) = 〈Sx,y,Mi〉

3. weak classi�er

vi =

{
di if Mi ∈ Rw×h

|di| if Mi ∈ Cw×h

yi =

{
+1 if givi > ti

−1 if givi ≤ ti
4. overall classi�er response
r(Sx,y) =

∑n
i=1 αiyi

The selected kernels Mi,
quantized to {−1, 0,+1}.

• AdaBoost learned
• 150 weak classi�ers de�ned by Mi

(kernel), ti (threshold), gi (sign)
and αi (weight)
• 55 unique kernels (22 complex, 33
real) → 77 dot products
• kernel (patch) size 25× 29 pixels

Positive example:

FPGA Implementation

DPCB: Dot product-computing block

Slice Selector
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krnl k • •
The 25× 29 patch and kernels are divided into
four parts (slices). Example kernel and its corre-
sponding Incidence table (occupying slices 2 and
3). Each slice takes one clock cycle to process.

Dot product-computing Block

Slicing Scheme Optimization

krnl 1 2 3 4

1 ••
2 ••
3 ••
4 ••
5 ••
6 ••
7 ••
8 ••
23 •
24 •
25 •
26 •
27 •
29 •
39 •
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-
-
-
-
-
-

krnl 1 2 3 4

9 • •• •
10 • •• •
11 • •• •
12 • •• •
13 • •• •
14 • •• •
15 • •• •
16 • •• •
17 • •• •
30 • •
31 • •
32 • •
33 • •
34 • •
41 - •

- -
- -
- -
- -
- -
- -

krnl 1 2 3 4

18 • • • -• • • -

19 • • • -• • • -

20 • • • -• • • -

21 • • • -• • • -

22 • • • -• • • -
28 • • • •
35 • • • -
36 - • • -
37 - • • •
38 • • • -
40 - • • •
42 - • • -
43 - • • -
44 • • • -
45 - - • -
46 • • • -
47 • • • -
48 • • • •
49 • • • •
50 - • • •
51 - - • •
52 - • • •
53 • • • •
54 - • • •
55 - • • •

Distribute 77 dot products to 30
available DPCBs in batches so that
• all DPCBs have the same input,
• a batch processes all slices that its
kernels occupy (NB

i ).
Minimize the total number of slices
processed (N =

∑
iN

B
i ).

Resource Consumption

num. blocks clk cycles LUTs BRAMs DSPs

30 7 73202 371 364

20 10 53445 261 364

13 15 39577 184 364

10 19 32456 151 364

Resource consumption for di�erent number of
DPCBs for the image patch of size 25× 29 . Each
block adds 11 BRAMs and about 2000 LUTs.

overall per DPCB

patch size LUTs BRAMs DSPs LUTs BRAMs

9× 15 16803 67 68 369 1

15× 19 26506 111 144 731 2

19× 25 38506 177 238 1297 7

25× 29 53445 261 364 1952 11

29× 35 76541 347 508 2720 15

Resource consumption for di�erent image patch
sizes with �xed number of 20 DPCBs.
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Conclusions

We have proposed an approach for implementing a dense linear classi�er on an FPGA. The proposed
architecture is scalable and quite generic, it is up to the designer how many blocks are needed to place
in the FPGA. The proposed wheel classi�er response map computation is used in a car detector running
in an intelligent vehicle as a part of a more complicated collision mitigation system [1], that requires
processing cycle of 20�30 fps and a maximum latency of 200ms.
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