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- Abstract .

Certain classitication tasks in computer vision re-
quire the classitier response to be computed in ev-
ery pixel of an image. When combined with large,
complex features, it becomes challenging to build
such a classifier on a standard PC architecture and
achieve real-time performance.

We present an FPGA implementation of a car
wheel classifier response computation, built as an
instantiation of a generic classification system. An
interesting optimization problem concerning per-
formance and speed is addressed. Our implemen-
tation is running in real-time as a part of a more
complex collision mitigation system based on car
detection in video data.

- Hardware Platform |

e Xilinx Virtex-6 ML605 evaluation board
e Xillybus PCIl Express wrapper

Motivation: The Wheel Detector
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The input image, FPGA output — the classifier response map, response after spatial post-processing.

Classifier with Structured Features
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1. image patch normalization
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2. dot product
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4. overall cIassifLer response The selected kernels M,
(Say) = 2im1 Qili quantized to {—1,0,+1}. Positive example:

FPGA Implementation

DPCB: Dot product-computing block L_____~____
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The 25 x 29 patch and kernels are divided into
four parts (slices). Example kernel and its corre-
sponding Incidence table (occupying slices 2 and
3). Each slice takes one clock cycle to process.
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-icing Scheme Optimization ‘ - Resource Consumption ‘
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- Conclusions I

We have proposed an approach for implementing a dense linear classifier on an FPGA. The proposed
architecture is scalable and quite generic, it is up to the designer how many blocks are needed to place
in the FPGA. The proposed wheel classifier response map computation is used in a car detector running
in an intelligent vehicle as a part of a more complicated collision mitigation system [1], that requires
processing cycle of 20-30 fps and a maximum latency of 200 ms.
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